Probability

___________________________________________

1) Place the importance of probabilistic thinking within the practice of statistics.

2) Define key terms, discuss important facts, and demonstrate the notation associated with probability.

3) Define compound events and the rules used to determine probability.

· Union: Additive Rule

· Intersection: Multiplicative rule

4) Define mutual exclusivity and independence.

5) Describe interesting applications to real-world questions:

· Total Probability formula

· Bayes Theorem

· Simpson's Paradox

· Discrete Polling

· Winning NCAA tournament pools

Subjective vs. Objective Probability

___________________________________________

Subjective Probability

What is the probability that I will get a ticket if I

don’t put money in the meter?

The weather forecast calls for a 70% chance of 

showers.

___________________________________________

Objective Probability

If N different events are possible, and each event is equally likely, then the probability of any one of those events occurring is 1/N, and the probability of X of those events occurring is X/N.

The tricks:  


a) Knowing how to figure out X and N.

b) What do I do if every event is not equally likely to occur?

Where does probability come from?

___________________________________________

Gambling

a) Discrete number of outcomes

b) Trials can be repeated over and over under largely the same circumstances

___________________________________________

Why is it important?

1) Because the Rare Event Approach demands that we understand how likely it is that a given event will occur.

2) We can answer some interesting everyday questions.

3) It may save you from having to pay...

...The Price of Ignorance

___________________________________________

At Duke, basketball is a big deal, but Cameron Indoor Stadium only seats about 6,000.  There is intense competition among graduate students for tickets.  A law student argued in the school newspaper that business and law school students should receive priority in the ticket lottery because they are only here for two or three years whereas people in other disciplines stayed much longer.  He went on to say that, assuming all students had a 1/3 chance of winning tickets in the lottery, if you were in a four-year program and entered the lottery every year, your chance of getting a ticket was “1/3 + 1/3 + 1/3 + 1/3 = 4/3.  Hmmm, statistically guaranteed!”  

Key Definitions

___________________________________________

Experiment:  an act or process of observations that leads to a single outcome that cannot be predicted with certainty.

Sample Point:  the most basic outcome of an experiment

Sample Space:  set of all possible outcomes for an experiment.  In other words, an exhaustive collection of sample points.

Event:  a specific collection of sample points

Probability (chance):  the percentage of time that a particular outcome is expected to occur when the basic experiment is done over and over again

Probability of an event is equal to the sum of the probabilities of the sample points that comprise that event.  (Remember, all sample points may not be equally likely).

Important Probability Facts

___________________________________________

1) The probability of a given simple point (or a given event) may or may not be known with certainty.

2) The probability of a given sample point must be between 0 and 1.

3) The probability of all sample points must = 1.  However, the probability of individual sample points will not necessarily be equal to one another.  

4) The probability of an event plus its complement (its opposite) is equal to 1.  

___________________________________________

Notation: 

P (Head) = .50

P (Head`) = (1-.50) = .5

Fair Example

___________________________________________

You and Biff go to the Big E.  Biff is seduced by a carnie who shouts, "Hey young man, bet you can't knock over three stacked milk cans with one softball.  If you can, I'll give you this impossibly small stuffed animal!"  Biff can't resist the challenge but, in typical fashion, needs to borrow $1 to play.

1) What are the sample points for this experiment?

2) What is the probability that Biff knocks down all three cans?

3) Assuming that the answer to question 2 is 60%, what is the probability that Biff fails to win the stuffed animal?

Compound Events

___________________________________________

A compound event is an event composed of two or

more single events.

Two types:

1)
Union:
A or B



A ( B


2) Intersection: A and B

A ( B

Additive Rule of Probability

___________________________________________

P(A ( B) = P(A) + P(B) – P(A ( B)

[image: image1.png]



Unless A and B are mutually exclusive: 

And B are mutually exclusive if there is no overlap between the events.  In other words, 

A ( B is equal to ( (null set or zero).  

[image: image2.png]



If A and B are mutually exclusive, then the additive rule simplifies to the following:

P(A ( B) = P(A) + P(B)

___________________________________________

Note:  Mutually exclusive ( complementary.  

Applying the Additive Rule

___________________________________________

Event A: You are a woman.

Event B: You have blonde hair.

What is P(A ( B)? 


___________________________________________

Event A: You are a man.
Event B: You have blonde hair.
What is P(A ( B)? 


___________________________________________

Event A: You are wearing blue Jeans

Event B: You are under 5’8”

Event C: You love Statistics!!

What is P(A ( B)? 


What is P(A ( C)? 


What is P(A ( B ( C)? 


The Multiplicative Rule of Probability

___________________________________________

Probability that both A and B will occur simultaneously is equal to the probability of A times the probability of B given that A occurred.  
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___________________________________________

Note:
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Applying the Multiplicative Rule

___________________________________________

Event A: You are a woman.

Event B: You have blonde hair.

What is P(A ( B)? 


___________________________________________

Event A: You are a man.

Event B: You have blonde hair.

What is P(A ( B)? 


___________________________________________

Event A: You are wearing blue Jeans

Event B: You are under 5’8”

Event C: You love Statistics!!

What is P(A ( B)? 


What is P(A ( C)? 


What is P(A ( B ( C)? 


Independence

___________________________________________

Two events are said to be independent if 


P(A|B) = P(A)

or


P(B|A) = P(B)

In other words, knowing that A (or B) occurred does not help you predict whether B (or A) also occurred.

VERY IMPORTANT NOTE:  

· INDEPENDENT IS NOT THE SAME AS MUTUALLY EXCLUSIVE.  In fact, if two things are mutually exclusive they are definitely not independent and vice versa.

Simple example of Independence

___________________________________________

A:
Draw a spade

B:
Draw a king

P(A)
=
13 / 52
=
1 / 4

=
.25

P(B)
=
4 / 52
=
1 /13
=
.077

What is P(A|B)?  In other words, what is the probability that the card in my hand is a spade if I tell you that it is a king?


P(A|B) = 1/4


P(A) = P(A|B); ( A and B are independent.

What is P(B|A)?  In other words, what is the probability that the card in my hand is a king if I tell you that it is a spade?


P(B|A) = 1/13


P(B) = P(B|A); ( A and B are independent.

Gilovich and Tversky (1989)

___________________________________________

People’s intuitive understanding of ‘chance’ is often erroneous

· 5 heads in a row, what is P(Tails)

· Random dot Man

Is the hot hand a similar misconception?

· Or do some shooters really make/miss more shots in a row than would be expected by chance

Experiment:

· Simulated shot sequences – probability of alternation
[image: image7.emf]
Tversky & Gilovich (1989)

___________________________________________

Real-world data
·  Field goals (76ers)
[image: image8.emf]
· Free throws (Celtics)

[image: image9.emf]
· Cornell basketball players
Why do we care about independence?

___________________________________________

In the long-term, independence will be very important for a number of reasons that are too complicated to discuss right now.

In the short-term, independence can help simplify the multiplicative rule formula.  If two events are independent then:

P (A(B) = P(A) ( P(B)

___________________________________________

If I draw a card from a deck, what is the probability that it is the king of spades?

P(A)
=
1 / 4

P(B)
=
1 / 13

Because A and B are independent:

P(A(B) = (1/4) ( (1/13)
=
1 / 52

More Independence

___________________________________________

Experiment #1: I draw two cards from a deck.

A
=
First Card is a heart

B
=
Second Card is a heart

Are A and B independent?

___________________________________________

Experiment #2: I draw one card from a deck, put it back and then draw a second card.  

A
=
First Card is a heart

B
=
Second Card is a heart

Are A and B independent?

___________________________________________

Experiment #1: Sampling with replacement

Experiment #2: Sampling without replacement

Proving Independence – Joint Probability Table

___________________________________________

	
	Youngst


	Middle
	Oldest
	

	Females


	.20
	.20
	.25
	.65

	Males


	.15
	.05
	.15
	.35

	
	.35


	.25
	.40
	1.00


Are "Female" and "Youngest" independent?

Method 1:

   Is P(A|B) = P(A)?


   Is P(B|A) = P(B)?

P(A(B)/P(B) = P(A)


P(A(B)/P(A) = P(B)

  .20 / .35 = .65



  .20 / .65 = .35

   .57 ( .65




   .31 ( .35

Method 2:

Is P(A(B) = P(A) P(B)?






.20 = (.65) (.35)






.20 ( .23

Bar Brawlin’ Biff

___________________________________________

	
	Bar Brawl


	No Brawl
	

	Biff Shows Up
	
	.06
	

	Biff Stays Home
	.56
	
	.80

	
	.70
	
	1.00


What is P(Biff shows up)?

What is P(No brawl)?

What is P(Biff Stays home ( No brawl)?

What is P(Biff shows up | No Brawl)?

What is P(Biff shows up ( No brawl)?

Are Biff Shows Up and Bar Brawl independent?

· Hint: P(Bar Brawl | Biff shows up)?

Tree Diagrams

___________________________________________

Golden rule: # of outcomes = PT


P = the different possibilities per trial

and

T = trials in the experiment

Tree Diagrams with Replacement:

1) Assuming that one is equally likely to have a boy as a girl, what is the probability that a family of three children has exactly one girl and two boys?

2) What if the family in question is drawn from an isolated group of people on some Pacific Island where the probability of having a girl is twice the probability of having a boy?

Tree Diagrams without replacement:

1) You have a drawer with two blue socks, and two green socks.  If you randomly draw two socks without replacement (and without looking), what is the probability that the two socks will form a matching pair?

Total Probability

___________________________________________

P(A) = P(A|T1) P(T1) + P(A|T2) P(T2) + 

P(A|T3)P(T3) +…+ P(A|Tn) P(Tn)

Iff:


P(T1) + P(T2) + P(T3) + P(Tn) = 1

___________________________________________

Probability that I will be in a good mood is .95 if Duke beats Carolina and .20 if Duke loses.  The probability of Duke winning is .65 and the probability of them losing is .35.  What is the total probability that I will be in a good mood? 

P(Good Mood) 
=

  P(GM|Duke)(P(Duke) + P(GM|UNC)(P(UNC)

= 
(.95)(.65) + (.20)(.35)

= 
(.6175) + (.07)

=
.6875



(11/16)

Total Probability: San Diego Example

___________________________________________

There is a 85% chance that your Spring Break flight from Bradley to San Diego will take off if the skies are clear, a 75% chance if it is raining and a 60% chance if it is snowing, what is the probability that your flight will leave if there is a 50% chance of clear skies, a 30% chance of rain, and a 20% chance of snow?

P(SD)
=


      = P(SD|C)(P(C) + P(SD|R)(P(R) + P(SD|S)(P(S)

Bayes Theorem: Remember the Base Rate
___________________________________________
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___________________________________________

What is it good for?

Testing situations like random drug tests where we know what the decision of our test instrument is, but we don't know the true state of affairs.  

Developing a drug test: the METAL test

___________________________________________

I am developing a new drug test called Methyltransaminolipide (METAL).  I collect urine samples and analyze the amount of METAL in each one.  I believe that a METAL of greater than 12 mg / ml is indicative of marijuana use.  

1) Give the test to one group of people that I KNOW smoked marijuana and one group of people that I KNOW did NOT smoke marijuana.

2) Count how often the test correctly registers a positive result for the druggies and how often the test incorrectly registers a positive result for the non-druggies.  

3)  That's all well and good, but I don't want to know P (+ | MJ), I want to know P (MJ | + ).  

Using Bayes Theorem to evaluate the METAL test

___________________________________________

What is the probability that a person is a marijuana user given that they score over 12 (positive result) on the METAL test given the following conditions?

P(+|MJ) = .95

P(+|CG) = .10

P(MJ) = .01

___________________________________________

Bayes Theorem

P(MJ|+) =  
              P(+|MJ)(P(MJ)              .



P(+|MJ)(P(MJ) + P(+|CG)(P(CG)

P(MJ|+) =  
.          (.95)(.01)        .



(.95)(.01) + (.10)(.99)



=
.0095 / (.0095 + .099)

(.09

Using Bayes Theorem II: Changing the base rate

___________________________________________

What is the probability that a person is a marijuana user under the same conditions as above except the base rate of marijuana use is higher?  

P(+|MJ) = .95

P(+|CG) = .10

P(MJ) = .30

___________________________________________

Bayes Theorem

P(MJ|+) =  
              P(+|MJ)(P(MJ)              .



P(+|MJ)(P(MJ) + P(+|CG)(P(CG)

P(MJ|+) =  


Return to Conditional Probability

___________________________________________

If P(A|B) = .50

Does P(A`|B) = .50??

What about P(A|B`)??

P(A|B) + (A`|B) = 1.00, whereas you cannot 

determine P(A|B`) if you are only told P(A|B)!  

___________________________________________

A = Win the race

B = Run a 4:00 mile

P(A|B)
=
.50

That means the probability of winning is .50 IF you can run a 4:00 mile.

It also means that the probability of you not winning the race IF you run a 4:00 mile is .50  - P(A`|B).

___________________________________________

What we cannot determine is the probability of you winning the race if your time is over 4:00 P(A|B`)

Did OJ really do it?

________________________________________

Dersh says: 

· 1500 women murdered by a current or former mate (S)

· 3,000,000
women are assaulted by a current or former mate (A)

( P (S|A) (1/2000 = .0005 – a pretty rare event

___________________________________________


Merz & Caulkin say: that’s not the issue.

The issue is: given that someone who was abused by their spouse turns up dead, what is the probability that they were killed by their spouse?  

Thus, we want to know P (S|AM)

Bayes Theorem:
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Bayes’ Theorem says ‘Yes’

________________________________________

Likelihood Ratio:
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________________________________________
P(AM|S) 
= .50

P(AM|S`) 
= .05

P(S)


= .29

P(S`)

= .71
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___________________________________________

P(AM|S) 
= .75
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Simpson's Paradox

___________________________________________

Application success in various graduate programs at Hypothetical University, broken down by gender

	Department


	Males
	Females

	Psychology


	1 / 5 (.20)
	6 / 16 (.375)

	Biology


	10 / 20 (.50)
	3 / 5 (.60)

	Chemistry


	15 / 25 (.60)
	6 / 9 (.67)

	Physics


	1 / 10 (.10)
	4 / 20 (.20)

	
	
	

	Total


	27 / 60 (.45)
	19 / 50 (.38)


Discrete Polling

___________________________________________

How can I use probability to elicit sensitive information from you while protecting your privacy?

___________________________________________

Raise your hand if…

a) the last digit of your SS# is even

or



b) you have one or fewer siblings.

___________________________________________

Raise your hand if…

a) the last digit of your SS# is even

or

b) you dread this class and are only taking it because it is required.

NCAA Basketball Tournament Pool

___________________________________________

Every March, the NCAA selects 64 teams to participate in its annual championship tournament.  Although I certainly do not condone gambling, many people enter tournament 'pools' in which the goal is to predict correctly the outcome of each game.  There are a total of 63 games.  How many different entries would you have to fill out in order to guarantee that one of them correctly predicted all 63 games?

___________________________________________

Hint #1: Use a coin flip (tree diagram) as a model for the outcome of each round (define P and T).  

Hint #2: Figure out the number of possibilities in a mini-tournament (4 teams).

NCAA Basketball Tournament Solution?

___________________________________________

Let’s consider the possible outcomes of a mini-tournament involving some of the finest liberal arts colleges in the nation.  

· Amherst College Fighting Lord Jeffs

· Haverford College ______________

In addition two other, generally undistinguished schools will also participate.  

· Williams College Ephing Jerks

· Swarthmore Red Bellies
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