One-way ANOVA

______________________________________

1) Describe the important features of an ANOVA design.

2) Define key terminology:

· Independent Variable

· Dependent Variable

· Factor

· Factor level

· Treatment

3) Discuss the components of the F-ratio and the method for their calculation.

4) Explain the necessity for post-hoc comparisons and the method of their calculations.


Key terms:

· Comparisonwise Error rate

· Experimentwise Error rate

What do we do if we have more than 2 samples?

______________________________________

Caffeine and Exam Performance

	
No Coffee
	Little bit
	A Lot

	78


	84
	70


______________________________________

Caffeine, Studying, and Exam Performance

	
	No Coffee
	Little Bit
	Lot

	Studied


	82


	95
	80

	Did not Study


	74
	73
	60


Designed Experiments vs. Observational Studies

______________________________________

Observational Studies: 

Designed Experiments: Try to hold all variables equal 

________________________________________

Cause and Effect relationships

"People who eat fish have fewer heart attacks"

Yes, but:
"People who turn their exams in earlier tend to earn higher scores"

Yes, but:

Key Definitions

______________________________________

Dependent Variable: Quantity we are interested 



EX: Exam Performance

Independent Variable: Quantity(ies) that we 



EX:
Caffeine Intake




Essentially the same as FACTORS
Factor Levels: 



EX: Male
vs. 

Female



Overweight vs. Normal vs. Underweight



Low vs. Middle vs. High SES

Treatment: A particular combination 



EX: Overweight Male



Low-SES Female

Experimental Unit: 

Experimental Design

______________________________________

The effect of SES, Weight & Gender on Blood Pressure

	Males

	
	Under
	Normal
	Over

	Low-SES
	S1-S10
	S11-S20
	S21-S30

	Mid-SES
	S31-S40
	S41-S50
	S51-S60

	High-SES
	S61-S70
	S71-S80
	S81-S90


	Females

	
	Under
	Normal
	Over

	Low-SES
	S91-S100
	S101-S110
	S111-S120

	Mid-SES
	S121-S130
	S131-S140
	S141-S150

	High-SES
	S151-S160
	S161-S170
	S171-S180


Note:  That’s a lot of subjects!!

Detergent Example (One-Way ANOVA)

______________________________________

You have just been given job as Staff Analyst at Consumer Reports magazine.  You are given the following data to analyze.  The data represent “whiteness” readings on fifteen swatches of cotton cloth that were soiled with motor oil and then washed using one of three detergents.

	Brand
	Units
	Mean
	Var
	Std. Dev.

	Brighty
	77,81,71,76,80
	77
	15.50
	3.937

	Gleamy


	72,58,74,66,70
	68
	40.00
	6.325

	Shinola


	76,85,82,80,77
	80
	13.5
	3.674


Is one detergent more effective than the others?

Completely randomized design

______________________________________

1) Independent random samples are selected for each treatment.

2) Assumptions:


a) Random sampling.

b) The populations are approximately normal. 

c) Homogeneity of Variance.

______________________________________

What are the null and alternative hypotheses?

Ho:


Ha:

At least two differ

Test Statistic for ANOVA

______________________________________

F or F-ratio

Construct a ratio comparing the amount of variance we can attribute to the effect of our 


with the amount of variance that is due to


.  

______________________________________

Numerator:


variation due to the 

Denominator:

variation due to 

Logic of F-test (ANOVA)

______________________________________

Assume all units have the same value except for variation due to:

a) 

b) 

______________________________________

How one partitions the variance into chance (error) and treatment is going to depend on 
· WHO 

· WHY  

Performance on the Midterm Exam depends on:


a) IQ


b) Study


c) Mood


d) Good Hair Day 

Logic of the F-Test (ANOVA) continued

_______________________________________

Total variability in the data is reflected by the difference between 

________________________________________

Variation due to the effect of treatment is reflected by the difference between 

______________________________________

Variation due to chance is reflected by the difference between 

Calculating SSt, SSb, and SSe: A first step

______________________________________

	Brighty
	Gleamy
	Shinola

	x
	x2
	x
	x2
	x
	x2

	77
	5929
	72
	5184
	76
	5776

	81
	6561
	58
	3364
	85
	7225

	71
	5041
	74
	5476
	82
	6724

	76
	5776
	66
	4356
	80
	6400

	80
	6400
	70
	4900
	77
	5929
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	385
	29707
	340
	23280
	400
	32054


Key Symbols:

T
= 

n
=

G 
=

N
=

Review:

SS
=
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Forumulae: SSTotal

______________________________________

SST

=
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______________________________________

G 

= 
77 + 81 + 71 + 76 + 80 + 72 + 58 + 74 

+ 66 + 70 + 76 + 85 + 82 + 80 + 77



= 
1125

((x2)
=
772 + 812 + 712 + 762 + 802 + 722 + 582 + 742 + 662 + 702 + 762 + 852 + 822 + 802 + 772


=
85041

SST

=
85041 - (11252 / 15)



=
85041 - (1265625 / 15)



=
85041 - 84375



=
666

Formulae for SSb and SSe

______________________________________

SSB

=
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SSB  =
(3852/5) + (3402/5) + (4002/5) - (11252/15)



  =
(148225/5)+(15600/5)+(160000/5)-84375


  =
29645 + 23120 + 32000 - 84375


  =
84765 - 84375 


  = 
390

______________________________________

SSE

=
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SSE 
= 
[29707 – (3852/5)] + [23280 – (3402/5)] 

+ [32054  – (4002/5)]



=
(29707 – 29645) + (23280 – 23120) 

+ (32054 – 32000)



=
62 + 160 + 54



=
276

But wait, there’s more…

Mean Square Error/Treatment

______________________________________

SSB and SSE are based on largely different numbers of observations.  

______________________________________

	
	df

	SST
	

	SSB
	

	SSE
	



where N = number of 


where p = number of 

Note: 
dfb

+   
  dfe 
=   dft
______________________________________

SSB / df

=


SSE / df

=


______________________________________

MSB and MSE are what we use

to calculate our test statistic.

F
=
MSB / MSE

______________________________________

MSB
=
SSB / df



=
390 / 2


=
195

MSE
=
SSE / df



=
276 / 12


=
23

______________________________________

F
=
195 / 23



=
8.47

______________________________________

F is a test statistic just like t or z.  Compare this value with a critical value for F(dfnum, dfdenom, ()


Fcrit (2, 12, (.05) = 3.89
Detergent example: ANOVA table

________________________________________

	Source


	SS
	df
	MS
	F

	Treatment

Error

Total
	390.00
276.00
666.00
	2
12
14
	195.00

23.00
	8.47


F (2, 12) = 8.47, MSE = 23.0, p < .05

3 is a Magic Number

________________________________________

A researcher wants to determine whether height influences a person's favorite number.  He collects data from nine people: 3 shorties, 3 mediumies and 3, lazy, stinking tallies.  Their favorite numbers are given below.  Do the data suggest that height affects favorite number?  Set alpha = .05.  
	Shorties
	Mediumies
	Tallies

	1,2,3
	4,5,6
	7,8,9


Number problem Solution

________________________________________

Ho: (s = (m = (t

Ha: (s ( (m ( (t

________________________________________

	Shorties
	Mediumies
	Lazy, Stinking...

	x
	x2
	x
	x2
	x
	x2

	1
	1
	4
	16
	7
	49

	2
	4
	5
	25
	8
	64

	3
	9
	6
	36
	9
	81
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	6
	14
	15
	77
	24
	194


________________________________________

SST

=
((x2) – (G2/N)
    



= 
(14 + 77 + 194) - (452/ 9)



=
285 - 2025/9



=
285 - 225




= 60
Now for SSB and SSE

________________________________________

SSB 
=
[((T2/n)] - (G2/N)

= 
[62/3) + (152/3) + (242/3)] – (45)2/9


=
36/3 + 225/3 + 576/3 – 2025/9



=
12 + 75 + 192 – 225 = 


54
MSB 
=
SSB/df
=
54/(3-1)
=
54/2
 =
27
________________________________________

SSE

=
([((x2) - (T2/n)]

= 
(14 – 12) + (77-75) + (194 – 192)



= 
2 + 2 + 2 = 





  6
MSE 
= 
SSE / df = 6 / (9-3) = 6/6 =

  1
________________________________________

F 

= 
MSB / MSE = 27/1 = 



27
F (2, 6) = 27, MSE = 1, p < .05)

Number Problem: ANOVA table

________________________________________

	Source


	df
	SS
	MS
	F

	Treatment

Error

Total
	
	
	
	


Multiple Pairwise Comparisons

Post-Hoc Comparisons

______________________________________

How do we know which levels of a factor differ from one another?

______________________________________

Type I Error rate:


Experimentwise


Comparisonwise

Conservativeness:


Some procedures inflate Type II error rate 





Post-hoc comparisons

______________________________________

	Bonferroni
	Probability of making AT LEAST 1 Type I error ( ( multiplied by # of comparisons.



	Tukey & Scheffe
	Calculate a CI.  Instead of multiplying by z, we use another statistic (q) designed to take into account the number of comparisons you are doing

	Student Newman-Keuls (SNK)



	BAD!!  Does not control 

experimentwise error rate.


Calculating Tukey's HSD - Detergent Problem

________________________________________

HSD = q 
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q (( = .05; k=3, df = 12) = 3.77


=
3.77 ((23/5)


=
3.77 ((4.6)


=
3.77 (2.14)


=
8.09

________________________________________

Compare HSD with differences between means

Brighty - Gleamy 

=
77- 68

= 9 > 8.09 

Sig. Diff.
Brighty - Shinola

=
77- 80

= -3 < 8.09 

Not Sig.

Shinola - Gleamy 

=
80 - 68

= 12 > 8.09 

Sig. Diff.
Tukey's HSD for the Number Problem

________________________________________

HSD = q 
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q (( = .05; k=3, df = 6) = 4.34

________________________________________

Compare HSD with differences between means.

Shorties - Mediumies

Shorties - Tallies

Tallies - Mediumies

Steps for conducting ANOVA 

for a Completely Randomized Design

______________________________________

1) Be sure samples are drawn randomly and independently.  

2) Check assumptions of normality and
homogeneity of variance (could do this, but we won't).

3) Construct an ANOVA table:


a) Variance due to Treatment/Error


b) DF for Treatment/Error


c) MST/MSE


d) F-ratio


e) p-value

4) If you reject the null: 

a) perform multiple comparisons to determine which treatments differ from one another.

5) If you fail to reject the null:

a) conclude that means do not differ

b) determine whether sampling variability was too high to reject the null

Question that I love to Ask on Exams

________________________________________

	Source


	SS
	df
	MS
	F

	Treatment

Error

Total
	120.00

	56
	40.00

10.00
	


________________________________________

1) Fill in the blanks.

2) How many obs were in the experiment (N)?

3) How many levels of the IV were there?

4) How many treatments were there?

5) How many obs were in each treatment (n)?

Everybody Loves Ice Cream

________________________________________

Well, it's November, and that means it is once again time for ((('s annual ice cream eating contest.  Because ((( is tired of losing the charity event that it sponsors every year, this year's competitors were selected carefully.  The two other participating groups are LIF (Lactose Intolerant Fraternity) and DAC (Diabetics at AC).  Each team consists of four members.  Below are the number of ice cream cones consumed by each participant.  Conduct a one-way ANOVA to determine whether the data provide enough evidence to conclude that all three groups did not eat the same amount of ice cream.

	DAC
	LIF
	(((

	10, 11, 14, 17
	16, 16, 19, 21
	22, 24, 25, 21


Ice Cream Cone Solution

________________________________________


Ho: 


Ha: 

________________________________________

	DAC
	LIF
	(((

	x
	x2
	x
	x2
	x
	x2

	10
	
	16
	
	22
	

	11
	
	16
	
	24
	

	14
	
	19
	
	25
	

	17
	
	21
	
	21
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MDAC =



MLIF =

    
MΣ(Σ =


________________________________________

SST

=
((x2) – (G2/N)
    

Now for SSB and SSE

________________________________________

SSB 
=
[((T2/n)] - (G2/N)

MSB 
=


________________________________________

SSE

=
([((x2) - (T2/n)] 

MSE 
= 


________________________________________

F 

= 


Ice Cream Cone: ANOVA table

________________________________________

	Source


	SS
	df
	MS
	F

	Treatment

Error

Total
	
	
	
	


Tukey's HSD

________________________________________

HSD = q ((MSE/n)



q (( = .05; k=3, df = 9) = 3.95

________________________________________

Compare HSD with differences between means.

DAC - LIF

DAC - (((
LIF - (((
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