1) 

	x (beers)
	y (trips to the BR)
	x2
	y2
	x*y

	3
	0
	9
	0
	0

	4
	2
	16
	4
	8

	5
	5
	25
	25
	25

	5
	5
	25
	25
	25

	4
	6
	16
	36
	24

	7
	8
	49
	64
	56

	4
	2
	16
	4
	8

	6
	4
	36
	16
	24

	5
	3
	25
	9
	15

	7
	5
	49
	25
	35

	Sum = 50
	Sum = 40
	Sum = 266
	Sum = 208
	Sum = 220

	Mean = 5
	Mean = 4
	
	
	


a) SSxx = ((x2) - [((x)2/n]



SSxy
 = ((x*y) - [((x*(y)/n]


 = 266 - 502/10




 = 220 - [(50*40)/10]


 = 16






 = 20

(1 = SSxy / SSxx
=
20/16



=
 1.25
(0 = mean(y) - (1*mean(x)
=
4 - 1.25*(5)

=
-2.25
Regression Equation: 




E(y) = -2.25 + 1.25x
b) For x = 4: E(y) 
= 
-2.25 + 1.25(4)

=
2.75
You could not estimate the number of BR trips for someone who drank a 12-pack because that value (12) is not within the range of x's used to calculate the regression equation.

c) 

SSyy 
= ((y2) - [((y)2/n]


= 208 - 402/10


= 48

SSe
= SSyy - (SSxy*(1)


= 48 - (20*1.25)




=
23
s2
= SSe / (n-2)

=
23 / (10-2)

=
  2.875
s
= sqrt(s2)

=
sqrt(2.875)

=
  1.70
t
= (1 - 0

=
1.25


=
  2.95

   s / sqrt (SSxx)

1.7 / sqrt (16)

tcrit = 2.306; because tobs > tcrit, I would reject the null and conclude that (1 is different from zero.  Because (1 > 0, I would conclude that there is a direct relationship between the number of beers consumed and the number of trips to the BR; that is, the more beers one consumes, the more trips to the BR one makes.

d)

r
= SSxy / [sqrt(SSxx*SSyy)


= 20 / sqrt(16*48)

=
20 / 27.71

=
.722
e)

r2
= r2



=
.7222


=
.521
2) 
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3) 

I conducted a multiple regression analysis to determine which of five factors influenced the average number of visits home that Amherst students make during the semester.  The five factors I selected were: # of cars on campus, # of brothers, # of sisters, % of HS friends still in touch with, Distance in miles from Amherst to parents’ home.  The omnibus test for the complete model was significant: F (5, 118) = 3.515, MSE = 4.464, p < .05.  R-squared for the complete model was .130 and distance to parents home was the only significant predictors of trips home.  


I decided to remove the three least significant factors in terms of the p-value, all of which had p-values greater than .35.  These were # of cars, brothers, and sisters.  The omnibus test for the reduced model was significant: F (2, 121) = 8.340, MSE = 4.396, p < .05.  R-squared for the model was .121 and the same factor was significant.  Because removing three factors had a small effect on R-squared, I decided to retain the reduced model.


I decided to remove the last non-significant factor (HS friends) from the reduced model.  Thus, the new model included only distance to parents’ house.  The omnibus test for this model was significant: F (1, 122) = 12.842, MSE = 4.488, p < .05.  Distance to parents home was still a significant predictor of visits home and R-squared for the one-factor model was .095.  This represents a moderately large drop from the first reduced model (about 2.5%).  It’s a bit of a judgment call, but I would probably go with the two-factor model here (though many people might opt for the one-factor model).  The regression equation given by this model is:

Visits Home = 2.123 + .012* HS_Pals + .000*distance (note that the parameter for dist_home is not really zero, but SPSS rounds up to three decimal places).
